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Abstract

Traditionally, appearance-based gaze estimation methods use statically defined face
regions as input to the gaze estimator, such as eye patches, and therefore suffer from
difficult lighting conditions and extreme head poses for which these regions are often
not the most informative with respect to the gaze estimation task. We posit that facial
regions should be selected dynamically based on the image content and propose a novel
gaze estimation method that combines the task of region proposal and gaze estimation
into a single end-to-end trainable framework. We introduce a novel loss that allows for
unsupervised training of a region proposal network alongside the (supervised) training of
the final gaze estimator. We show that our method can learn meaningful region selection
strategies and outperforms fixed region approaches. We further show that our method
performs particularly well for challenging cases, i.e., those with difficult lighting condi-
tions such as directional lights, extreme head angles, or self-occlusion. Finally, we show
that the proposed method achieves better results than the current state-of-the-art method
in within and cross-dataset evaluations.

1 Introduction
Appearance-based gaze estimation methods based on convolutional neural networks (CNNs)
have recently surpassed classical methods, particularly for in-the-wild settings [31]. How-
ever, they are still not suitable for high-accuracy applications. Current CNN-based methods
typically take either a single eye patch [5, 14, 25, 30, 34] or the eye region containing both
eyes as input [4, 18]. While these approaches are sufficient for cases in which the face is
mostly frontal and well lit, the question of which part of the image carries most of the in-
formation becomes important in uncontrolled settings with difficult lighting conditions and
extreme head pose angles [19, 32]. For example, attempting to crop the two-eyes from a
side-view or from an unevenly lit face is difficult at best and may result in non-informative
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Figure 1: We propose a novel gaze estimation method that dynamically selects regions ac-
cording to the properties of the input face image. Compared to selecting fixed eye regions
(left), our method can select regions which are more informative, adapting to changing visi-
bility and lighting conditions (right).

inputs (see Figure 1 for examples). Recent work has therefore proposed to leverage combina-
tions of two eye patches in a probabilistic fashion [3] or to use the full face either alone [32]
or in combination with eye patches [11].

We posit that the most informative regions in an image that is fed to a gaze estimator
should be selected dynamically based on the image content. To this end we propose a novel
gaze estimation method that combines the tasks of region selection and gaze estimation into a
single end-to-end trainable framework. To the best of our knowledge, this is the first method
that takes a dynamic region selection approach in the appearance-based gaze estimation task.
The key technical challenge in learning to select good regions for gaze estimation is the
mutual dependency between region selection and gaze estimation. For example, training a
network to select good regions can be guided by the final gaze estimation accuracy. However,
CNNs are usually sensitive to the type of images in the training data and typically do not
generalize well to out-of-distribution samples. Therefore, once a gaze estimator has been
trained with some hand-picked regions, a “better” crop may actually lead to reduced gaze
estimation accuracy.

To address this issue we propose a training procedure in which a Region Selection
Network (RSN) and the final gaze estimation network (gaze net) are trained in an alter-
nating fashion. First, we train the gaze net by feeding randomly selected regions from a pool
of potential region locations. Thus, the network learns to correlate input samples with gaze
labels without over-fitting to the particular type of regions cropped from the input image. We
then use this partially trained gaze net to train the RSN to select single or multiple regions
from the source image. This process is guided by a novel loss that aligns the probability of
picking a particular location with the gaze estimation error out of the gaze net. Once the
RSN is fully trained, we re-train the gaze net to learn to predict more accurate gaze estimates
given optimized region selections.

In summary, in this paper we contribute:

� A novel network architecture that combines a region selection and a gaze estimation
network to dynamically select informative regions for gaze estimation.

� A three-stage training strategy alongside a novel loss to guide the training of the RSN
module without the label.

� Experimental evidence that this approach leads to significant improvements compared
to our own baseline as well as state-of-the-art static approaches on within GazeCapture
and cross-dataset evaluations, particularly for challenging cases, e.g. difficult lighting
conditions, extreme head angles, self-occlusion.
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