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E ye-based human-computer inter-
action (HCI) goes back at least 

to the early 1990s. Controlling a 
computer using the eyes traditionally 
meant extracting information from the 
gaze—that is, what a person was look-
ing at. In an early work, Robert Jacob 
investigated gaze as an input modality 
for desktop computing.1 He discussed 
some of the human factors and tech-
nical aspects of performing common 
tasks such as pointing, moving screen 
objects, and menu selection. Since then, 
eye-based HCI has matured consider-
ably. Today, eye tracking is used suc-
cessfully as a measurement technique 
not only in the laboratory but also in 
commercial applications, such as mar-
keting research and automotive usabil-
ity studies.

Current research on eye-based inter-
faces mostly focuses on stationary set-
tings. However, advances in mobile 
eye-tracking equipment and automated 
eye-movement analysis now allow for 
investigating eye movements during 
natural behavior and promise to bring 
eye-based interaction into people’s 
everyday lives.

MOBILE EYE TRACKING
Daily life settings call for highly minia-
turized eye trackers with real-time pro-
cessing capabilities. Despite recent tech-
nological advances, the development 

of mobile eye trackers is still an active 
research topic. Päivi Majaranta and 
Kari-Jouko Räihä identified three key 
challenges for stationary gaze-based 
typing systems: eye-tracking accuracy, 
calibration drift, and the Midas touch 
problem—that is, the problem of distin-
guishing the user’s intentional eye input 
from other eye movements that occur 
while using an interface.2

These challenges also apply to mobile 
eye-based interfaces. Eye-tracking 
accuracy poses particular difficulties 
because it’s affected by factors such 
as eye movements, calibration quality, 
and calibration drift during operation. 
Stationary eye trackers (also known as 
remote eye trackers) achieve a visual-
angle accuracy of approximately 0.5 
degrees. Because mobile eye track-
ers must address varying distances 
between the interface and the user, 
current mobile systems are less precise, 
pushing visual-angle accuracy out to 
approximately 1 degree. 

Instead of using gaze directly, Heiko 
Drewes and his colleagues suggested 
using gaze gestures—that is, sequences 
of several consecutive eye move-
ments.3 Although eye gestures require 
more cognitive effort than natural eye 
movements, they remain promising 
for mobile gaze-based input because 
they’re more robust against eye- 
tracking inaccuracies.

Commercial eye trackers are increas-
ingly addressing these challenges. The 
first generation of mobile video-based 
systems required bulky headgear and 
additional equipment, such as digital 
video recorders or laptops to store and 
process the video streams. Examples 
include the Mobile Eye by Applied Sci-
ence Laboratories (see Figure 1a) or 
the iView X HED by SensoMotoric 
Instruments (see Figure 1b). Recently, 
Tobii Technology announced the first 
video-based eye tracker fully integrated 
into an ordinary glasses frame. The sys-
tem consists of the glasses and a small, 
pocket-worn device for video process-
ing and data collection (see Figure 2).

In parallel to commercial products, 
several open source projects aim to 
develop inexpensive hardware and 
software for video-based eye tracking. 
The most advanced of these projects 
are openEyes (www.thirtysixthspan.
com/openEyes), Opengazer (www. 
inference.phy.cam.ac.uk/opengazer), 
and the IT University of Copehagen 
(ITU) Gaze Tracker (www.gazegroup.
org/downloads/23-gazetracker). The 
open source option lets users easily 
prototype their applications and rap-
idly incorporate experimental findings 
into the interface design.

A remaining issue with video-based 
eye trackers is the considerable pro-
cessing power that video processing 
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requires. In contrast to their station-
ary counterparts, mobile eye trackers 
must conserve power to meet operating 
times required for long-term studies 
in research and commercial applica-
tions. Although none of the manufac-
turers provide exact figures, users have 
reported operating times of about two 
to four hours.

Efforts to extend operating times 
led researchers to consider more light-
weight measurement techniques, such 
as electrooculography (EOG). Using 
electrodes attached to the skin around 
the eyes, EOG measures changes in 
the electric potential field caused by 
eye movements. By analyzing these 
changes, it’s possible to track relative 
eye movements—that is, how a person 
is looking at something. In earlier work, 
we demonstrated an EOG-based eye 
tracker, the Wearable EOG goggles.4 
The system uses dry EOG electrodes 
integrated into a goggles frame and a 
small pocket-worn device for real-time 
EOG signal processing, data storage, 
and transmission (see Figure 3). The 
low-power design of the first prototype 
supports an operating time of more 
than seven hours. 

Hiroyuki Manabe and Masaaki 
Fukumoto developed an EOG-based 

eye tracker that doesn’t require facial 
electrodes but instead uses an elec-
trode array mounted on commer-
cial headphones.5 Miniaturizing the 
headphones to earplugs would reduce 
the approach’s obtrusiveness, but it 
raises two other issues—namely, low 
signal-to-noise ratio and poor separa-
tion of the horizontal and vertical eye- 
movement components.

EMERGING RESEARCH
Researchers are also investigating appli-
cations for eye-based interaction. So far, 
the applications are typically limited to 
stationary settings.

Behavioral Studies
Eye-movement analysis has a long his-
tory in experimental psychology as a 
tool for investigating visual behavior. 
Mobile eye tracking is enabling a new 
class of studies to analyze people’s 
eye movements in natural environ-
ments.6 These studies have advanced 
our understanding of how the brain 
processes daily life tasks and what the 
visual system’s role is.7 Applied for HCI 
purposes, these findings will eventually 
provide further insights into the design 
and evaluation of novel mobile eye-
based interfaces.

Attentive User Interfaces
The strong link between gaze and user 
attention paved the way for mobile eye 
trackers to become a key component in 
attentive user interfaces. For example, 
Ted Selker and his colleagues described 
a glasses-mounted eye tracker to  

(b)(a)

Figure 1. First-generation video-based eye trackers: (a) Mobile Eye (photo courtesy of Applied Science Laboratories) and  
(b) iView X HED (photo courtesy of SensoMotoric Instruments). 

Figure 2. Tobii Glasses. This recently 
released video-based eye tracker is the 
first system to fully integrate into an 
ordinary glasses frame (photo courtesy 
of Tobii Technology).
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analyze a user’s eye fixations on differ-
ent environmental targets.8 They used 
these fixations as attentional triggers 
to automatically communicate with the 
target. They suggest that in a meeting 
scenario, different people wearing their 
devices could automatically exchange 
business cards by looking at each other.

Roel Vertegaal and his colleagues 
described a similar system, the atten-
tive cell phone, which used low-cost 
EyeContact sensors and speech analysis 
to detect whether its user was in a face-
to-face conversation.9 If the sensors 
detected a face-to-face conversation, 
the phone automatically switched to 
silent mode and notified potential call-
ers about the user’s preferred notifica-
tion channel, such as vibration, knock-
ing, or ringing. In a later work, Connor 
Dickie and his colleagues used the same 
sensors to develop two appliances that 
adapt to user attention:10 

• an attentive mobile video player that 
automatically paused content when 
the user was no longer looking at it, 
and 

• an attentive reading application that 
advanced text only when the user was 
looking. 

The authors argued that making mobile 
devices sensitive to a user’s attention 
would let him or her more gracefully 

switch between using the devices to 
consume media and using them to man-
age life.

Ralf Biedert and his colleagues pro-
totyped Text 2.0, an interesting appli-
cation that’s so far limited to station-
ary eye tracking.11 Text 2.0 provides a 
responsive text-reading interface that 
combines eye tracking with real-time 
interaction. The system aims to enhance 
the reading experience by augmenting 
text with real-time sound and visual 
effects, automatic text translation and 
comprehension reading assistants, and 
a quick skim mode that fades out less 
important words if the system detects 
skimming behavior. An automatic read-
ing detector could trigger and monitor 
the application.12

Multimodal Interaction
Many everyday tasks require strong spa-
tial and temporal coordination between 
eye and hand movements.7 This obser-
vation has motivated researchers to 
investigate ways to combine gaze with 
other input modalities, such as head or 
hand gestures. For mobile HCI applica-
tions, a joint analysis of different sens-
ing modalities promises more versatile 
interaction types. Multimodal inter-
faces could automatically select input 
modalities best suited for the situation 
at hand.

For example, Shumin Zhai and his 

colleagues introduced an approach to 
multimodal pointing.13 Their system 
moved the mouse pointer to a target 
area by gaze, but it implemented point-
ing and selection manually using the 
computer mouse, thus avoiding over-
loading the user’s visual system with a 
motor-control task. They showed that 
their approach reduced physical effort 
and fatigue compared to traditional 
manual pointing and provided greater 
accuracy and naturalness than tradi-
tional gaze pointing. Manu Kumar 
and his colleagues presented a similar 
approach for combining gaze with key-
board input.14 Their EyePoint system 
uses look-press-look-release actions to 
overcome the eye trackers’ accuracy 
limitations. 

Eye Tracking on Mobile Devices
Researchers are also beginning to inves-
tigate eye tracking on mobile devices, 
which increasingly come equipped 
with cameras. For example, Emiliano 
Miluzzo and his colleagues developed 
a mobile phone that tracks the position 
of a user’s eyes on the phone display.15 
Their system uses the phone’s camera 
to translate eye position in the cam-
era image into nine different onscreen 
positions. 

We s ton  S ewe l l  a nd  Oleg 
Komogortsev developed a real-time 
gaze-tracking system that relies on a 
standard webcam integrated into a 
laptop computer.16 In a first step, the 
system processes the webcam videos 
to detect the user’s face, eye, and iris. 
Next, it processes these image sections 
and feeds them into an artificial neu-
ral network for training. A user study 
of five participants showed an average 
eye-tracking accuracy of about four 
degrees of visual angle.

Figure 3. Wearable electrooculography 
(EOG) goggles. The Swiss Federal 
Institute of Technology (ETH) Zurich 
developed these goggles to track relative 
eye movements by measuring changes 
in the electric potential field around the 
eyes.
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Takashi Nagamatsu and his col-
leagues described an augmented mobile 
phone that offers a gaze-and-touch 
interface that detects gaze direction in 
3D.17 The phone uses stereo cameras 
with infrared emitters attached to the 
phone. Their example application let 
users look at a certain region of an 
interactive map and then use a finger to 
zoom in, effectively avoiding the Midas 
touch problem. The prototype was 
rather bulky, but advances in miniatur-
ization and embedded processing might 
enable a mobile-phone implementation 
in the near future.

Eye-Based Context Inference and 
Cognition-Aware User Interfaces
Although gaze has been the tradi-
tional focus of eye-based HCI, eye 
movements provide additional infor-
mation that could be useful to human-
computer interfaces. In earlier work, 
we introduced eye-movement analysis 
as a modality for context and activ-
ity recognition.18 Eye-movement pat-
terns reveal much about observed 
activities. Similarly, particular envi-
ronments affect eye movements in 
specific ways. In addition, uncon-
scious eye movements are linked to 
cognitive visual perception processes. 
These characteristics make eye move-
ments a distinct information source 
about a user’s context. Eventually, 
information derived from eye move-
ments might let us extend the current 
notion of user context with a cogni-
tive dimension, leading to so-called 
cognition-aware interfaces.19

Yoshio Ishiguro and his colleagues 
followed a different approach for eye-
based information retrieval. Instead 
of extracting information from eye-
movement dynamics, they used gaze 
as an attention indicator to extract 
information from objects in the envi-
ronment.20 To this end, they devel-
oped an eye tracker fully integrated 
into ordinary glasses with software to 
detect and extract faces and text from 
a video scene in real time. Among the 
potential applications for such a system 

are human memory enhancement or life 
logging for the elderly.

R ecent developments in mobile eye-
tracking equipment point the way 

toward unobtrusive human-computer 
interfaces that will become pervasively 
usable in everyday life. The potential 
applications for the further capability 
to track and analyze eye movements 
anywhere and anytime calls for new 
research to develop and understand 
eye-based interaction in mobile daily-
life settings.
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